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D O Y O U D R I V E T H E

S O L U T I O N O R D O E S I T

D R I V E Y O U ?

o you SolVE proBlEMS ThAT you WAnT To

solve? or do you solve the problem that
you think you can solve? e signifi-
cance of this inquiry became evident to
me during a visit to a uS agency respon-

sible for tens of billions of dollars of research for
the public good. I was invited to give a talk to
about 100 program managers overseeing this
research, on the importance of diversity in solv-
ing hard problems. To better understand their
world, I began with polling them on the per-
ceived problem difficulty of their portfolio, from
routinely easy to a grand challenge where experts
are in disagreement. What I learned shocked me.
none of the program managers believed they
were addressing the grand challenges in their
research area. 
Why is it that we are not taking on the challenges
that could really change the world? And if we knew
the answer to this question, what are the resources
that we are not embracing to address these chal-
lenges? ese are the questions I will address. 

W H Y W E D O N ’ T A D D R E S S T H E

G R A N D C H A L L E N G E S

While the main goal in this article is to share my rev-
elations on new, possibly radical, approaches to solv-
ing the hard problems, we need an understanding of
why we’ve painted ourselves into a corner and possibly
feel trapped by our solution methods. What I learned
during my visit to the uS agency will likely be similar
to your experiences.

To understand if the program managers’ solution meth-
ods were limiting their choice of problems, I polled them
on the column headings in fIgurE 1. e first three meth-
ods from the left are easily recognizable: a plumber fixing
your drain, a plumber overseeing a team fixing your sep-
tic system, and a group of experts remodelling your
home. e “Teams of experts” method is a common
approach to solve high complexity problems or
inquiries, for example, a national Academy of Science
study. “Teams of teams” method is when teams both
compete with each other and share common resources
and best practices. e “Advance collective methods”
approach is a catchall for the modern collective meth-
ods, such as crowdsourcing and prediction markets.
e program managers’ response was that 95% of
them used the first three methods, with the large
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majority using the first two. e selection of the
methods on the left wasn’t because there weren’t
success stories on the right: one of the portfolios has
a “teams of teams” success story that has easily saved
1000s of lives worldwide and benefited millions more. 
listed in the rows of fIgurE 1 are different failure
modes of solution methods, with the following
descriptions. e failure mode of “Isolation” is from
not having access to sufficient information or skills to
solve the problem: if you had these resources, then you
could solve the problem. “herd thinking” is when
everyone in the group has the same contributions.
“group conflict” is when internal disagreements or con-
flicts prevent a group from reaching a conclusion, even
though all the necessary resources are present to solve
the problem. “group inefficiency” is when a group deci-
sion process takes too long, relative to the time required
for a solution, even though there are no internal con-
flicts and all the needed resources are present. group
inefficiency is a common failure mode for the dreaded
company meeting. “hitting the complexity barrier” is
when the individuals or group hit a barrier of difficul-
ty that can’t be surmounted, where the problem is too
difficult for the resources available. e complexity
failure mode depends on the problem difficulty and
is discussed in more detail shortly. e last row cap-
tures their perception on how much the different
methods utilize diversity – no surprises here. 
I then asked the crowd to select the likely failure
modes that caused each solution method to fail,
based on their experiences. e darker the box and
number of checks indicate the greater the
response of the crowd. What stands out in these
crowdsourced responses is that some failure
modes tend toward the single expert side and
others favour the collective side. for example,
isolation failures favour the lone expert, but
inefficiencies favour the collective methods.
And, there are abrupt transitions and peaks:
group conflict failure rapidly increases and
peaks for the team of experts and then declines. 
from the viewpoint that experts are the best
resource to solve problems, I found these
results surprising. A team of experts should be
the optimal resource to solve a hard problem,
particularly a grand challenge. yet, if we sum
the failure checkmarks by columns, the team of
experts is most likely to fail, despite the pre-
ponderance of the expertise present. 
What can we conclude from these results?
Because this agency isn’t solving grand chal-
lenges, they are using the solution methods that
work best for their types of problems. But if they
wanted to solve a grand challenge from the per-
spective that experts are the best resource, they

perceive a failure barrier that limits the likelihood
of success. hence, they solve problems they think
they can solve, rather than problems they want to
solve. My experience as a citizen aligns with
these perceptions: our institutions do not
attempt to solve the grand challenges impacting
us all, mainly because we think they are unsolv-
able by the methods available, particularly in
the presence of biases and conflicts. 

C I :  T H E W I Z A R D B E H I N D

T H E C U R T A I N

Collective intelligence (CI) is defined as an out-
come where a collective solves a problem bet-
ter (typically more accurately) than the average
individual, and often better than any individ-
ual (the expert). CI captures the increased
intelligence from one level–the individual, to
another–a collective. e two levels can be an
individual within a group, a group within an
organization, an identity group within a society,
or even an information technology within an
information system.
As defined, CI captures many forms of collective
decision-making, both the traditional ones of a
century ago, such as the smart outcome of a juried
decision or an election in a democracy, to modern
examples, such as an accurate outcome in a predic-
tion market or online recommender system. e sci-
ence of CI studies how diverse information is com-
bined to achieve a collective solution, using abstract-
ed or idealized models. e following summarizes the
highlights of mainstream science of CI research in
order to establish a foundation to expand the applica-
bility and capability of CI. readers will find more
resources in other articles within this special issue on CI
and in the following references: a review of forty years of
research on collective processes in organizations
(Williams and o’rielly, 1996) that capture a traditional
view of diversity, particularly the challenges; the exten-
sive and self-consistent analysis by Scott page and his
collaborators (hong and page, 2001, page, 20051, page,
2007, hong and page, 2011, Shalizi, 2005), a review of
modern web-based collective decision methods (Watkins
and rodriguez, 2008); and how the Internet may finally
realize the full potential of the collective ideals of the
Age of Enlightenment (rodriguez and Watkins, 2009).
When individuals or groups solve problems, they use
different preferences, biases, experiences, or heuristics
in their solution to the problem, thereby, introduc-
ing a collective diversity of solution approaches and
contributions. To be specific, we define collective
diversity, or just diversity, because diversity is a
property of the collective–not the individual, as an
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aggregation of the expression of unique differences of
individuals relative to the group. 
Many CI model problems remarkably have in com-
mon two conclusions or observations that establish
the foundation of the science of CI:
~  e diversity factor: e greater the expression of
the diversity of the collective, the more accurate
the collective solution.
~  e individual ability factor: Individuals in the
collective must have a minimum degree of ability
in solving the problem in order for the collective
solution to be accurate. 
A major contribution of Scott page to the science
of CI is the proof that these two factors are quanti-
tatively coupled for certain types of problems
(page 2007, hong and page 2011), called the Diver-
sity Prediction theorem: Collective error = Average
individual error - Collective diversity.
e following observations illustrate the impor-
tance of this theorem. 1) As the diversity increas-
es, the collective error decreases, capturing the
importance of diversity in CI. 2) Because the col-
lective error cannot be negative, the contribution
of the collective diversity is bounded, or there is a
limit to the beneficial effect of diversity. 3) When
the average individual becomes an expert or the
problem is relatively simple and all individuals
solve the problem, then the average individual
error and the collective error go to zero, indepen-
dent of the level of diversity. ese qualitative rela-
tionships appear to hold for all CI problems and are
the foundation for the rest of this article.
To better appreciate the types and sources of diversi-
ty, consider the model problem I studied (Johnson,

1998): the solution of a maze (see
insert in fIgurE 2) by a group of
non-interacting, myopic indi-
viduals. note that the maze has
multiple optimal paths – two
are shown in fIgurE 2. To study
the problem, each individual
solves the maze with a set of
rules (heuristics) that eliminate
unproductive loops and dead
ends, but do not explicitly select
a short path (they don’t count
steps or have gpS). Although
each individual uses the same
heuristics, a diversity of prefer-
ences at a node are created,
because the myopic individuals
have no reason to choose initially
one path over another. When an
individual uses these learned
preferences to solve the maze
again, the loops are eliminated
and the individual path is short-

ened. for the collective, the preferences of a group
of individuals are combined, and the same individ-
ual heuristics provide the collective solution.

fIgurE 2 shows how collectives with larger numbers
solve the problem better than the average individ-
ual, demonstrating the diversity prediction theo-
rem, because diversity increases with the number of
individuals, while the average individual error is con-
stant. note that hong and page (2001) examined col-
lectives with diverse heuristics in a different model
problem and found the similar conclusions. e rea-
son for the collective improvement in the maze study
is found to occur from the closure of unproductive but
unclosed loops in the individual solutions2. e collec-
tive curves with novice information in fIgurE 2 are based
on preferences that include the loops in the individual
solutions, while the established information results are
for preferences without the loops. Because the diversity
is lower for the collectives of novice individuals com-
pared to a collective with established individuals, the col-
lective error for the established group is lower, even
though the individual error is the same for both groups. 
ese results illustrate how the quality of information
that the individuals contribute to the collective can
affect the collective solution: the novice preferences are
more “noisy” than the established preferences. e
study looked at many different ways that the individual
can filter or modify their contributions to the collec-
tive, for example, selecting only the dominant prefer-
ence or providing all preferences with equal weighting,
and found that, except for filtering the novice noise,
any reduction in an individual’s contribution caused
a decline in the collective performance. finally, and
the most remarkable, is that the collective always
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finds one of the minimum paths, even though the
individual heuristics do not include any concept of a
shortest path. is is an example of an emergent solu-
tion and is a result of the individual heuristics and the
structure of the maze (White and harary, 2001). e
significance of this for CI and grand challenges is dis-
cussed in a later section. 
While the above results are not controversial or
unexpected, there are additional CI model results
that are counterintuitive to most beliefs about col-
lective performance. one example is a study on the
CI of teams of different individual performance
(hong and page, 2004, hong and page, 2011).
hong and page studied a hill-climbing problem
with many local maxima, and the goal was to
find the optimal global maximum. What they
found was that diversity trumps ability: “[…]
when selecting a problem-solving team from a
diverse population of intelligent agents, a team of
randomly selected agents outperforms a team
comprised of the best-performing agents. is
result relies on the intuition that, as the initial
pool of problem solvers becomes large, the best-
performing agents necessarily become similar in
the space of problem solvers. eir relatively
greater ability is more than offset by their lack
of problem-solving diversity.” hence, in this
model problem when experts optimize their
methods, they become similar, and therefore,
can be “trumped” by a diverse collective. for
later reference, we note that this problem does-
n’t capture our grand challenge definition where
experts disagree. 
e results of a related study that I did3 are even more
counterintuitive. Similar to hong and page (2004), I

found that a group of randomly
selected individuals of all perfor-
mance levels did better than a col-
lection of high performers, but
this random group only did mar-
ginally better than a group of rela-
tively poor performers! remark-
ably, the team of poor performers
contained a diversity of solutions
(paths in the maze) that when
combined found a better solu-
tion, even though their individual
solutions were relatively poor. In
a separate study of the same maze
problem4 with individuals using
different heuristics, I concluded
that as long as the individuals had
some ability – they did not solve
the maze using a random walk –
the diverse collective solution out-
performed the average individual,
again agreeing with the diversity
prediction theorem.

overall, the above results for the science of CI are a
powerful statement of the collective’s ability to
amplify weak “true” signals or diverse structures of
the individuals into a robust and accurate collective
solution, even in the case when the individuals are
poor performers. unfortunately, this conclusion is
weakened by the restrictive assumptions in many of
the CI model studies above. for example, assumptions
for the minimum performance level of the individual –
such as in the Condorcet’s Jury eorem (dietrich,
2008), the ability of the individuals to accurately commu-
nicate with each other (no or minimal miscommunica-
tion), the absence of bias (a preferential inaccuracy), a
common understanding of the problem, and a common goal.
Clearly these assumptions and others like them made in
popular CI books (Surowiecki, 2004), while simplifying
the model analysis, are not often realized in real prob-
lems, particularly the hardest problems. yet, the above
studies suggest that a group of poor performers still can
express CI, so these assumptions are likely too restrictive. 

B R E A K I N G T H E

C O M P L E X I T Y B A R R I E R

In 19985, I did a study where I kept the individual
heuristics fixed and then challenged the individuals and
collective with larger, more difficult mazes. fIgurE 2

shows the results of the study as the difficulty of the
maze increased from left to right. not surprising for
the least complex maze in fIgurE 3 (#2), all the individ-
uals and the collective solve the maze optimally. As
the maze becomes more complex, the average indi-
vidual performs more poorly, as captured by the
increase in the difference between the number of
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steps in the average individual solution and optimal
solution. e collective solution continues, though,
to find the optimal solution until the most complex
maze (#6) is attempted. not shown are results for
even more complex mazes, in which the trend contin-
ues: the average individual solution gets worse, fol-
lowed by the collective solution also getting worse,
until both solutions do no better than a random walk
solution – the lowest performing heuristic.
ese results provide additional insight into the diversity
prediction theorem when problem difficulty increases.
Because the results in fIgurE 3 are for collectives of 500
individuals, the collective diversity is at a maximum for
all of the maze solutions. To test this, I increased the
number of individuals to 1000, but found the results in
fIgurE 3 unchanged. hence, there is a limit to the diffi-
culty of problem that can be solved by increasing the
number of individuals in the collective. And, the collec-
tive error remains zero or small as the difficulty increas-
es, even though the average individual error increases.
en, at a certain level of problem difficulty with fixed
individual heuristics, the average individual error
exceeds the collective diversity, and then the collective
error begins to increase – this defines a collective
complexity barrier. As the maze becomes more com-
plex, the average individual error exceeds the collec-
tive diversity, the collective error is at a maximum,
and then the average individual and the collective
perform equally poorly.
e main conclusion from the above results is that
while a collective can outperform the average indi-
vidual, there is a limit to what level of difficulty
can be solved for a given collective method. We
can now fill in the missing row in fIgurE 1, the
“hitting the complexity barrier.” If the difficulty
of a grand challenge is below the collective com-
plexity barrier, then we can attempt a collective
solution. But, if the complexity of the problem
is beyond the collective complexity barrier, then
we have the following options using the diver-
sity prediction eorem: 1) increase the diversi-
ty by increasing the number in the collective, 2)
increase the individual capability, or 3) develop
a collective solution method that makes better
use of diversity. Because increasing the number
in the collective is relatively easy with modern
information resources such as crowdsourcing
and because the collective diversity becomes sat-
urated for a given method, the first option is less
interesting here. Because traditional approaches
focus on improving individual performance by
education, training, experience to get better solu-
tions, the second option is already being
addressed. erefore, the rest of this paper exam-
ines the last option of examining methods that

make better use of diversity, by extending CI meth-
ods to more extreme forms of diversity (biases, dif-
ferent goals, conflicts) or by enabling emergent
collective solutions. 

B I A S E D C O L L E C T I V E S :
B R E A K I N G T H E

O B J E C T I V I T Y B A R R I E R

e first extension of CI methods does have
precedence in other areas of research and appli-
cations, reflecting the shortcomings of requiring
objectivity (a solution without bias) or generali-
ty in a complex world. for example, in mathe-
matics, there are two historical geometries based
on different starting assumptions about parallel
lines: Euclidian where the parallel lines remain
parallel and non-Euclidian where parallel lines
diverge or intersect at infinity. Both geometries
are useful representations of a “reality” such as
your desktop and great circles on the surface of
the earth, respectively. yet, an objective and gen-
eral geometry exists that encompasses both but is
too complex to be useful. hence, each of the
biased geometries is useful by being tailored to its
environment, yet is fundamentally incompatible
with the other. And, the objective representation is
too complex to be useful. 
now suppose that an individual uses one of the
“biased” geometries to make a conclusion about
their local reality. from an objective viewpoint, the
individual is using a biased method, yet a collective
solution can use the conclusion from the biased rea-
soning to capture a diversity of realities to obtain a
higher truth, similar to the prior examples of CI.
erefore, even though individuals use biased heuris-
tics to obtain a local truth, the collective can amplify
the local truths to obtain an objective solution. e
only requirement is that the different biases are not cor-
related in such a way that they corrupt the collective
solution, the failure mode of herd thinking.
We can generalize the above observations, restated for the
complexity of modern world. A system of beliefs can
evolve to be functional and self-consistent, situated with-
in their complex environment, but may not be objective
because of biases. Certainly many cultures can be viewed
from this perspective as they provide consistency and
conformity (Bednar et al., 2010). furthermore, each
evolved belief system may not be compatible with other
systems of beliefs. one culture is often not compatible
with other cultures at a fundamental level. And – this is
the most insightful – in order to extract a piece of the
embedded truth, we often attempt to remove the
truth from a system of beliefs to make it objective or
unbiased, but in the process we may lose the context
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and meaning of that truth within the system of beliefs.
other fields have arrived at similar conclusions. for
example, artificial intelligence in the 1980s achieved a
major breakthrough by a situated and embedded
approach to robotics, after three decades of failing to
develop a general and objective intelligence model
(pfeifer and Scheier, 1999). In this example, a robot
with relatively simple rules evolved in a complex yet
real environment outperforms a general intelligence
applied to the same environment. 
ese observations about non-objective, biased meth-
ods can be aligned with the earlier conclusions about
collectives and diversity. When a problem is suffi-
ciently complex, beyond the point where an expert
has utility, diverse individuals capture portions of the
truth as weak signals or structures that the collective
can amplify and bring forth as a strong truth. With-
in this perspective, we claim that diversity can
include biased representations of the problem, even
though they may be incompatible with other indi-
viduals. not surprising, this claim is in contradic-
tion to all of the assumptions of the CI model studies
cited earlier. prior CI studies, both abstracted and
applied, make the assumption that the individuals
in the collective have shared goals and compatibili-
ty of shared information. Within this restricted
viewpoint, diversity is expressed only by exploring
and solving a common problem in the absence of
bias and conflicts, but not including diversity as it
occurs in more complex domains, for example, by
allowing fundamental disagreement on options or
miscommunications in understanding. 
To advance this argument, an approach is needed
to manage biases and conflicts as they occur in
social groups. In the following, I prefer to use
social group identity instead of culture as the more

common way of capturing the
dynamics of consistency and
conformity in social groups
(Bednar et al., 2010). Social
group identity is a general con-
cept that includes culture, in
addition to the human tenden-
cy to develop social group iden-
tity from minor or random
similarities that may not easily
be described as culture (Ben-
ner et al., 2006; Akerlof and
Kranton, 2000). A working defi-
nition of group identity is if
someone does something to a
person in your identity group,
you feel like it was done to you.
for example, if someone attacks
a member in your family, you
feel attacked.

groups, organizations, societies with a common
social identity have characteristics that are highly
relevant for the management of diversity in a col-
lective:
~  A common worldview, meaning they agree on
options, but can have different individual prefer-
ences of these options. In the prior maze study, all
individuals agree on the connectivity of the maze,
but may have different preferences at each decision
point. 
~  A common understanding and vocabulary of the
world, meaning they can communicate about the
world around them without misunderstanding or
conflict.
~  Uniform and tacit knowledge that is not accessible to
“others” outside of the identity group. often tacit
behaviour may be incomprehensible to others and seem
irrational. 
~  A unifying response to uncertainty or threats that occurs by
triggering the expression of social identity and causing indi-
viduals in the group to distinguish strongly between “self as
a group” and “other.” And when triggered, the identity
group will coordinate behaviour (herd thinking) and
actions, including acting irrationally (Cialdini, 2001,
Wooten and reed, 1998, Tesser, Campbell and Mickler,
1983). When triggered, the messenger is more important
than the message. 
~ Reinforcing social influence within the group and reac-
tive influence between opposing groups, particularly
when in a triggered state. for example, conflicted
identity groups will pick opposing actions, largely
without rational choice6.
from this list, you can see that a social identity
group largely satisfies the prior CI assumptions and
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restrictions, particularly on compatibility of goals,
knowledge, communication, and actions. ere-
fore, we can use the concept of social identity to
guide us when collective methods are likely to work,
when and how they fail, and how to create methods
that minimize the failure modes of collective processes
in fIgurE 1.
using the concept of social identity, TABlE 1 has levels of
possible diversity, bias, and conflicts that can be
expressed by individuals within collectives. e qualifica-
tion of “possible” is added because different methodolo-
gies at each level can encourage or discourage the
expression of diversity, biases, or conflicts. e table
starts from highly aligned individuals at level 1 to indi-
viduals that are likely to have biases and conflicts, but
may represent the full diversity of the problem. 
e main insight from TABlE 1 is that diversity (unique
contributions of individuals in a collective) is expressed
at all levels, but is more likely to be aligned at the top
and in opposition at the bottom. likewise, biases (fea-
tures of individuals that do not represent “truths”) can
potentially occur at all levels, but are more extreme
and unchanging in the lower levels. And, the same is
true for potential conflicts (features of the individu-
als that can cause friction in coordination): conflicts
occur at all levels, but are more severe in the lower
levels. Also note that each level can express the
potential diversity, biases and conflicts of the levels
above it. for example, level #3 can express biases in
correlated preferences from level #1 and #2. In
general, biases and conflicts of lower levels are
much stronger and detrimental than in upper
levels.
At the top level of the list (#1), a social identity
group has the characteristics described earlier, so the
diversity expressed at this level is largely in different
preferences of options, but with no disagreement
on those options. Biases and conflicts if they occur
at level #1 are limited to preferences. level #2
removes the restriction of a shared group identity,
and consequently there may be biases and con-
flicts due to incompatibilities of communication,
language, etc. level #2 is expressed, for example,
by a smaller organization with uniform activities
and common goals, but without a company social
identity. level #3 releases the commonality of goals,
but retains the common worldview (agreement on
options at a decision point). level #3 is expressed,
for example, by a larger organization with a variety
of activities and goals, but which has agreement on
options. e last two levels capture types of diversity
where the members of the collective have biases (dis-
agreement on options), but without and with oppos-
ing social identities, respectively. for example, level
#4 describes when experts “agree to disagree”, while

level #5 describes the failure mode of group conflict
where experts strongly disagree, as might occur from
a history of opposition, expressing opposing social
identities in conflict (Ben-ner and hill, 2008). 
TABlE 1 is an operating guide for managing collec-
tive systems and solutions. e type of diversity is
largely determined by the problem and system
of interest, and thereby indicates which level is
active. once the level is determined, the bias
and conflict possible is then identified. 
We now consider the evidence that each level in
TABlE 1 can express CI. Most abstracted and
applied studies of CI assume explicitly or implicit-
ly the first two levels of diversity – capturing the
requirement of a collective made up of individu-
als with common goals and some level of implicit
coherence and compatibility in their worldviews.
In the prior studies of diversity and in the con-
sideration of extensions of CI to biased systems,
there is one requirement that must guide the
following results and discussion: the random
contributions of diversity must be uncorrelated,
otherwise a correlated contribution may over-
come the weak “true” signals or structures con-
tributed by the individuals. Because bias is by
definition a correlation in the contribution of an
individual toward a certain behaviour, preference,
option, or goal, in order for any individual contri-
bution to not appear in the collective solution as
bias, the diversity in each level of TABlE 1 must be
sampled such that the contribution is uncorrelated.
is requirement cannot be over emphasized.
e first evidence for the extension of CI methods
comes from an evaluation of the robustness of the col-
lective solution in the maze study7 where I replaced
valid preferences in the individual contribution with
random noise, thereby creating false information. for
the individual solutions, the addition of random noise
was disastrous above a 30% replacement, essentially
causing the individuals to relearn the maze. But the col-
lective solution was very robust. At 30% replacement of
valid information from the individuals, there was no
change in the collective performance, and at 75%
replacement, the collective solution recovered the opti-
mal solution, requiring only twice the number of indi-
viduals in the collective. only at a 95% replacement did
the collective solution degenerate to a random walk
solution (the worst heuristic).
ese results are a powerful indicator that the collective
solution can tolerate high levels of noise or false infor-
mation and still retain a high level of performance.
e only limitation, as noted above, is that the indi-
vidual noise must be uncorrelated, in order not to
overwhelm the collective “truth.” e source of
robustness was found to derive from a broad spec-
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trum of contingency solutions that eliminate any
sensitivity to false information. As the noise study
above illustrates, these contingencies are very persis-
tent, surviving high degrees of degradation. ese
results provide encouraging evidence that the collec-
tive solutions can tolerate high degrees of biases and
conflicts, as more diverse systems are considered lower
in TABlE 1. 
Also in 1998, I did a study8 where 100 individuals in the
initial learning phase were divided into three groups,
each with a different goal in the maze. en, a collective
used the aggregate information from these three groups
to solve for each of the three goals. hence, this is an
example where a collective made up of individuals with
experience of three conflicting goals tries to solve the
three different problems, based on each of the goals.
one might predict that because each subgroup of indi-
viduals only make up a third of the total, their contri-
bution to the collective to find their goal would likely
be overridden by the other individuals, so therefore the
collective should perform poorly. e results are
remarkable and contrary to this intuition. 
e average individual performance was 39.6 steps
when seeking the three different goals as individuals,
compared to 12.8 steps when only the individuals were
trained on a single goal. e large degradation in the
individual performance is because an individual is
trying to find the solution for two goals in which
they have no experience. remarkably, the average
collective performance for these three goals was 12,
compared to the average minimum number of
steps to the three goals of 8.3 steps. Although the
collective does not robustly find the optimal solu-
tion, as for the case when there is only one goal, I
concluded “the experience of individuals with
different goals still contains information useful to
the collective, even though they result from a
quite different goal. Said another way, while the
goals for learning may differ, the connectivity on
the problem domain is common”9.
is demonstration suggests that individuals
with experience from different goals, a source
of extreme diversity, can still improve a collec-
tive solution, one that can far outperform the
average individual. is supports the hypothe-
sis that a collective of individuals having differ-
ent goals still expresses CI and the diversity pre-
diction theorem remains applicable. hence, we
can add collectives with conflicting goals of level
#3 in TABlE 1 as a candidate for applied CI sys-
tems, greatly increasing the prior understanding
of the applicability of CI.
In order to explore the collective performance for
diversity level #4 in TABlE 1, I redid the maze simula-
tions for this article using a collective of individuals

that did not agree on options, examining the effect
of strong local bias – one individual sees a corridor,
where another sees a wall. Essentially, each of the
individuals are exploring and solving different
mazes, which have nodes in common, but have
different options at the nodes. from a social iden-
tity viewpoint, a node could represent the act of
eating, where a type of food is an option for one
individual, but is forbidden to another. 
In the simulations of conflicting options, I
examined different levels of conflict by ran-
domly eliminating options at decision points
for each individual. When the level of conflicts
in options was below 30% (3 in 10 decision
points had conflicts), the individual solutions
showed a minimal drop in performance of 5%,
indicating that the individuals easily accommo-
dated the changes in the maze. Similarly, the
collective solutions still found the optimal path,
and only required larger numbers of individuals
in the collective for higher levels of conflicting
options. Above 30%, both the individual and
collective performance dropped, primarily
because at 30% closure of options in the maze in

fIgurE 2 caused the maze to be much more diffi-
cult to solve, as redundant paths are removed. 
I also examined when conflicts in options occurred
by subgroups rather than in all individuals, by creat-
ing 10 groups of 10 individuals, each with the same set
of options, as might occur in 10 different identity
groups. I observed that there was no difference
between the two ways of distributing the conflicts in
options. ese results suggest that CI in this model
problem is not highly sensitive to a poor sampling of
biases (only three in this demonstration). Based upon
these results, we can conclude that we can add diversity
level #4 in TABlE 1 as a possible candidate for applied CI
systems.
e final level of diversity, #5, is deeply challenging as
conflict negotiators will share, because opposing social
identities, when triggered, will act to subvert each other
to the point of irrational, self-destructive behaviour. An
abstracted model of this level of diversity would require
the model to include behaviour, and none of the current
computational behaviour models include social identity
(Balke and gilbert, 2014). e applied example of CI in
the section after next shows how modern elicitation
methods can address the deep conflicts of level #5. 
one way to view the above expansion of diversity in CI
systems is to observe that each level in TABlE 1 becomes
another class of diversity that must be managed in the
CI methods. for example, within each group of indi-
viduals with a common bias or goal or social identity,
there is diversity in how these individuals solve the
problem. And, for each of these levels of diversity,
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we must be inclusive of all the variations. for example,
if only individuals of one biased group are included,
then the collective solution will reflect that bias as a
failure mode of group thinking. Said another way, the
sampling of diversity at each level must include suffi-
cient variations. In CI applications, this requirement
may prove challenging, because the different types of
variation, such as bias, may not be evident or even
knowable. 
In the prior section, we concluded that the utility of CI
depended on problem difficulty, the level of diversity,
level of individual ability, and the how the collective
amplifies the individual’s weak signals. What we have
suggested in this section is that the previous limits on CI
are too restrictive, and CI methods can be applied to
biased and conflicted individuals. Because the studies of
these types of CI systems are still immature, this section
is intended to open a new area of research and applica-
tion that can significantly extend the applicability of CI
methods to grand challenges. In the section after next, I
provide an applied example of how modern expert elic-
itation and risk technologies can address all the diversi-
ty levels in TABlE 1, primarily by elicitation methods
that do not trigger social identities and where every-
one feels they are heard and included, even if their
contributions are motivated by different goals, highly
biased, or in conflict with other contributors.

E M E R G E N C E :  W H E R E D O E S

T H E A R R O W L A N D W H E N T H E

A R C H E R I S B L I N D ?

unlike the last section that identifies an extension
of CI by removing the assumptions and restric-
tions on prior CI applications, the extension of
CI in this section goes far beyond releasing
assumptions to opening fundamental philo-
sophical questions about CI.
e classic example of emergent problem solving
is when an ant foraging for food contributes its
local solution to a collective solution, thereby
enabling the collective of ants to robustly find
the shortest path between the food source and
the nest. e process by which the shortest path
is discovered is not by picking the best performer
(an expert selection paradigm), but is found by
the synergy of a diversity of contributions (a CI
paradigm), similar to the collective performance
mechanism in the earlier maze studies. Because
high diversity is essential to this collective perfor-
mance (if all the ants took the same path, the col-
lective can only take the common path) and the
ant must have some level of ability to solve the local
problem, the diversity prediction theorem would
appear to be applicable. But a philosophical question

arises: how can the average individual error be posed
when the individual does not have a perception of
the global problem and therefore of its own error.
only a researcher with a global perspective can
evaluate the individual or collective error in an
emergent problem. And, there is an even deeper
quandary to the ant foraging problem: how is the
shortest path found when the ants do not have
the means or goal of finding a shorter length path
in their own solutions? 
As described earlier, the individual heuristics for
the maze problem that I studied is to eliminate
extraneous loops or dead ends, but not to find a
shorter path. e discovery of a shortest path by
a collective that has no goal to find a shortest
path is what I called an emergent problem defin-
ition (Johnson, 1998), one step beyond an emer-
gent problem solution. In my maze studies, the
emergent problem definition and solution is a
result of the structure of the maze in combination
with the local individual heuristics (White and
harary, 2001).
Why is an emergent problem definition a philo-
sophical quandary? In all the prior models for CI
discussed, except for my maze studies, the goal of
the CI problem is stated up front (“how many beans
in the jar?” or “Who will win the Academy
Awards?”) and is understandable by the individual.
Even in the situation of recommender systems, the
concept that my purchasing history may provide good
recommendations to others is stated and a methodolo-
gy is created to achieve that goal. In an emergent prob-
lem definition, the goal is an emergent property of the
system and is not understandable or defined from the
level of the individual. is lack of connection of goals
between levels could be deeply problematic. What if the
emergent problem definition is not the “right” one or
what if it doesn’t have the “right” ethics? for example,
individual ant heuristics could have generated, not a
shorter path, but a longer path, for a given environment.
A collective solution using these individuals would be dis-
astrous to the ant colony. Clearly the ants’ heuristics have
evolved to provide the best collective outcome. But, in
future emergent CI system, how do we create or direct the
emergent problem definition or its emergent ethics?
Many researchers and practitioners of CI use collective
wisdom in the place of CI, almost interchangeably (hong
and page, 2011). Many of the aspects that researchers or
practitioners attribute to a wise crowd arguably are also
associated with an intelligent crowd. By introducing
the concepts of emergent problem definition and
problem solving to the CI discussion and resources, the
possibility arises that collective intelligence and wis-
dom could provide both solutions and goals that are
not expressed or expressible by the individuals in the
crowd. is opens CI methods to unimaginable
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opportunities. for a full discussion of the issues and
opportunities that arise within the context of leader-
ship, see the paper by Jennifer Watkins and myself
(Johnson and Watkins, 2009). ere are social expres-
sions of emergent problem solving in human history,
for instance, the fall of the Berlin wall caught the
world and the intelligence community by surprise,
mainly because it arose outside the normal power
structures (lohmann, 1994). Another example is the
distribution of water in ancient Bali (lansing, 2006).
unlike the extension of CI proposed in the last section,
the inclusion of emergent problem definition and solu-
tion as a resource for CI is barely appreciated, let alone
understood or studied. e opportunity is similar to
that of developing emergent or generative models that
can express features or capabilities that go beyond the
model itself, a common area of study in complex adap-
tive systems (Miller and page, 2007). until progress is
made in understanding emergent systems, there are no
recipes for what environments and local heuristics cre-
ate the desired emergent functionality. What can be
stated is that in the same way that the individual abili-
ty is amplified by the collective in traditional CI, likely
the same is true for emergent collective problem defi-
nition and solution: the ethics and abilities of the
individual will determine the emergent collective
ethics and abilities. And, based on the discussion in
the prior section, there is hope that even with bias
and conflicts among the individuals, the emergent
collective solution may represent the “best” of the
individuals and not their “worst” attributes. 

A G R A N D C H A L L E N G E

S O L U T I O N W I T H B I A S E S

A N D C O N F L I C T S

e following is an example of the CI extensions
discussed above, demonstrating that they can be
used to solve a grand challenge. In 2004, presi-
dent Bush released an Executive order, Biode-
fense homeland Security presidential directive
(hSpd-10), calling for a comprehensive, defensi-
ble, and transparent risk assessment to guide
biodefense investments across research, develop-
ment, planning and preparedness, impacting
100s of billions of dollars of uS federal funding.
While the goal was of national importance, noth-
ing like this had ever been attempted before,
largely because it was considered too difficult,
partially because of the complexity and scope of
the problem, but also because of the special inter-
ests of the political and scientific groups in main-
taining the status quo. Said another way, while
everyone agreed this was a grand challenge worth
solving, the scientific and political experts disagreed
on all aspects of the problem. In fulfilment of the

order, I led one of three national efforts: the high-
cost, high-risk, high-payoff option. e following is
my account of the lessons learned. is is the first
time I’ve used this as an example of advanced
methods of CI.
By the end of the project, the effort required over
40,000 expert elicitations from more than 60 sub-
ject matter experts, across all technical and opera-
tional domains. And many of these “experts”
were in deep disagreement on fundamentals,
such as the range of parameters in infectious
models, the proper treatment of specific illnesses
like Ebola, or proper public intervention strate-
gies during an epidemic. 
e technical and operational approach evolved
over a four-month period, until the following
guidelines were used in the final project during
the next 9 months. Interestingly, we were driven
by the need to solve the grand challenge, which
in turn created the use of CI extensions above,
rather than any awareness that the CI extensions
were needed to solve the problem. Although no
published documentation of the project exists,
other researchers have arrived at similar conclu-
sions (hallin et al., 2013).

1) Use a methodology that captures the full expression
of the problem domain, including possible biases and
uncertainties. e technical approach was a fuzzy-set
data capture on a logic or inference tree. An infer-
ence tree, similar to the maze model described earli-
er, captured decision points that are connected logi-
cally from beginning to end, creating sequences of
actions and decisions, including multiple paths. e
fuzzy-set elicitation at the decision nodes allowed for
multiple responses, enabling an individual to express
uncertainty. en the fuzzy logic provided risks (proba-
bility of a loss) for each decision path (a scenario). 
2) Use a methodology and elicitation that reduced or elim-
inated conflict between experts. Because of the fuzzy-set
elicitation and the comprehensiveness of the inference
tree, each expert could contribute her elicitation inde-
pendently from other experts. 
3) Use small group elicitation. By using small group elicita-
tion, conflicts that arise in large groups where individuals
feel the need to defend their specific social or expert identi-
ties were avoided. Studies show that competition can lead
to loss of cooperation even within small group (Barker, et.
al., 2012).  But, because each expert could express and see
their contribution is included, competition generally was
eliminated and conflicts were minimized. no attempt
was made to filter biases or apparent inaccuracies.
4) Engage as many stakeholders as possible. e com-
plexity of the problem required that all stakeholders
were included. But a diversity of stakeholders of one
expertise was also required in order to overcome
technical biases and conflicts. e diversity of input
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enabled uncorrelated biases to cancel, so that the
“truth” from the biased diversity would arise in the
collective aggregation. 
5) Use a methodology that didn’t force a solution, but
enabled surprise and innovation. Because the methodol-
ogy was process and outcome neutral, global solutions
could arise, essentially connecting parts of the problem
that weren’t previously identified, providing solutions
that were innovative and often unexpected. ese sur-
prises could be considered emergent solutions, although
once identified, they were understandable due to the
transparency of the method. An example of a surprise
outcome was that for a broad class of respiratory infec-
tions that require ventilators in treatment, the shortage of
ventilators in local health facilities created a major inabili-
ty to respond to even a minor epidemic.
At the time we did not identify or appreciate how the
above approach was an example of CI, and I only recent-
ly appreciated that the methodology also enabled biased
and conflicted experts to contribute to a collective truth.
is is an excellent example of how expediency drives
innovation, which is only later appreciated.
We learned the following major lessons. e quality of
the outcome was directly a result of the diverse and com-
prehensive contributions, without selection or elimina-
tion of biases. We learned that a process, which includ-
ed all of stakeholder diversity, led to better solutions
(higher performance) and were more robust and
resilient (performed well with changes). had we start-
ed by choosing the “best” experts to contribute, we
would have replicated our biases, and the results
would have suffered, or even been unusable. Also, by
using a process where all stakeholders participated
from the beginning, the involvement in the process
and acceptance of the final outcome was high. e
full involvement of stakeholders also had the addi-
tional advantage that the deployment benefited
from broad support. is is a major lesson in solv-
ing grand challenges: a good idea or program can
fail by not engaging the diverse stakeholders from
the beginning. We found that even if stakeholders
didn’t agree with the conclusions of the project,
they could see how the results were obtained from
a transparent process and could identify how their
contributions were included. is increased
acceptance of the outcome and reduced conflicts,
even when the results were contrary to a special
interest or a paradigm.

O P T I M I S M F O R S O L V I N G

H U M A N I T I E S

G R A N D C H A L L E N G E S

We began this exploration with reflections on how
program managers of a multi-billion dollar federal
agency choose not to solve grand challenges, because it
apparently perceived that within an expert paradigm,

collective expert methods are deeply challenged.
hence, it solves problems that they think they can
solve, rather than ones they want to solve. While this
generalization is probably unfair for a complex orga-
nization that undeniably is serving the public inter-
est, these perceptions of the failure of expert collec-
tive systems and of the reluctance of organizations
to address grand challenges are our common experi-
ence. Juxtaposed with these perceived limitations,
the mainstream science of CI, of which I was an
integral player, offers attractive alternatives of
diverse collectives outperforming experts and col-
lectives of experts, but where the requirements of
the abstracted studies and popular CI champions
are unlikely to be met in real world grand chal-
lenges. Most pointedly, CI methods are not expect-
ed to be applicable when the problem domain
contains conflicting goals, biases, or conflicts
between opposing groups. 
We saw that this dismal observation on the state
of CI applicability is likely to be inaccurate, after
a review of the remarkable fringe CI research on
how groups of low performers, noisy individuals,
conflicted individuals, and biased individuals can
express robust CI. A radical perspective then arises
on how collectives of biased and conflicted indi-
viduals embedded in their situated environments
can be resources for CI, without first extracting their
objective or unbiased contributions. furthermore,
in the most difficult grand challenges that are poorly
defined in understanding and goals, CI methods that
employ emergent problem definition and solution
can provide resources that truly solve the most chal-
lenging problems facing humanity. Indeed, this emer-
gent resource may be the wizard behind the curtain
that has repeatedly saved humanity at many ancient
and historical transitions.
In order to better manage this new inclusion of diversity
in grand challenges applications, the concept of social
identity groups is introduced, both putting into context
the mainstream CI research and well as the CI extensions
needed to solve grand challenges. In order to show that
the ideas presented are achievable with current method-
ologies, an example is given of a grand challenge project
that successfully addressed a national problem where
experts deeply disagreed and were often in conflict. All
together, the concepts presented and discussed provide
reasons to be optimistic that humanity can address our
grand challenges, not by relying on our experts, but by
fully embracing humanity’s full diversity. e more
complex problems of our modern times will require
new resources that are collectively enhanced, capturing
our greater understanding of applied methods of CI in
the presence of biases and conflicts.

8
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1 is is an earlier draft of Scott page’s book “e difference”,
and is more technical than the final book.

2 Johnson, 1998: 22-24.
3 Johnson, 1998: 32-33.
4 Johnson, 1998: 26-28.
5 Johnson, 1998: 34-36.
6 is is an excellent example of why social identity is a clarifying

concept: while many behavioral theories include social influence,
the effect can be negative or positive depending on social identity
groups. 

7 Johnson, 1998: 28-29.
8 Johnson, 1998: 33-34.
9 Johnson, 1998: 34.
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T H E S T O R Y

NCE UPON A TIME… A CONTINENT OF PEOPLE

came together as “We the People” to con-
sciously structure a new system of gover-
nance. e new structure focused on making
individual lives better, but the process of

creating it was an exciting example of collective
intelligence. We the People were thoughtful togeth-
er, determining a structure that was best for all.
en, for two hundred plus years, subsequent gen-
erations lived by that structure. And, even though
the system was oriented to promote individual
happiness, collective intelligence improved as well.
Eventually however, as people became more inter-
dependent, the system began breaking down. It was
based on competition, the pursuit of self-interest at
the expense of others, and adding up individual
judgments for voting. Conversation was not its
strong suit. e system was left in charge of itself,
directing the energies of people toward mindless eco-
nomic growth and consumption at the expense of the
planet, human health, and community values. 
What was needed in that dire situation is obvious
now. e people needed to talk together. ey needed
to come together in respect and make intelligent
choices, just as their Founders had done. But this

seemed impossible to them. e Founders seemed
like special people living in a special moment.
e people didn’t recognize their collective potential,
their capabilities as “We the People.” Many acted in
service of the whole by fighting to influence legislation
or compassionately helping others. But the real need
was for all to take “time out,” talk, and act togeth-
er. Social innovations were available to do this. 
Generally they did not question the system of which
they were a part. Instead they tended to deny the
existence of collective problems, or relied on elected
officials, the marketplace, experts, or the Founders
themselves to address them. Most people thought
that the problems arose because society had departed
from the original vision of the Founders. But this
was wrong. e time of the original Founders had
come and gone. ese problems required that all
become involved, that all work together on a regular
basis. is simple step would mean a new system of
economics and politics, a new set of Founders and a
new “We the People.” To shift from collective stupidity
to collective intelligence, turning back the clock was not
an option. Instead, it was up to a few people to under-
stand how this change could be facilitated, to convene the
conversation, and to invite all the people to participate.
is story is more accurate than most people might
think. e main inaccuracy with it is that the first ver-
sion of “We the people,” words that began the uS Con-
stitution, wasn’t a real “We the people.” It didn’t
include slaves, women, native Americans and non-prop-
erty holders. But the rest of the story is pretty accurate.
We really do live in a system that is in decline, taking
us where no one wants to go. ere really is a set of
practical social innovations by which the people can be
facilitated to come together as “We the people.” Just a
few people, plus financial resources, can use those
social innovations to set the process in motion. And
just the addition of this new “We the people” conver-
sation would shift to a new level of collective intelli-
gence, a new system of democracy.

T H R E E S Y S T E M S O F O R G A N I Z I N G

for over twenty years I’ve been teaching seminars on
“dynamic facilitation,” a strategy for helping leaders
evoke the best from people. In the seminars partici-
pants practice dynamic facilitation skills in small
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groups helping others address impossible-seeming
problems, often issues from society like war, health
care, or money-in-politics. In these conversations peo-
ple often experience breakthroughs in understanding.
A frequent breakthrough occurs, no matter what issue
people address… is problem is caused by our system. To
address it, we need to change our system.
ere are three fundamental systems of organization
whether in a school, corporation, hospital, government
agency, or society. e three systems are: 1) Triangle,
based on hierarchy, where one leader is ultimately in
charge; 2) Box, where a prescribed set of agreements like a
constitution is ultimately in
charge; and 3) Circle, where
the ultimate authority is a
creative conversation of
everyone seeking what’s best
for all. Today many people
desire the Circle System,
where employees, citizens,
or organizational members
evolve common under-
standings and shared vision,
and where the best talents
and skills of everyone are
evoked. But the Circle is
difficult to achieve.
Each of the three Systems is best in a different set-
ting, has a different structure, promotes a different
attitude in people, requires different leadership
competencies, generates different results and
evokes a different kind of conversation.
e Triangle, with a charismatic leader and a
hierarchical structure, works well for organiza-
tions in crisis, like in a war or a catastrophe. e
collective intelligence of the organization is lim-
ited by the capabilities of the leader. people in
the organization contribute to the shared effort,
but limit their contributions by never question-
ing the leader or anyone of higher status. 
e Box System works well when people are
independent and there are plenty of common
resources available, like farmers and fishers in
north America in the 18th century. en there
can be a clear set of rules that are fairly enforced.
people can just go into the world and make their
fortune independently. is system encourages
innovation through competition rather than
cooperative efforts toward what’s best for all.
When people are equal and inter-dependent and
the issues are complex, the Circle is best. Seem-
ingly this applies to unions, cooperatives, mem-
bership organizations, and societies where democ-
racy is the aim. But in practice, these organizations
are often rigid Boxes or even Triangles because the

Circle has proven so difficult to achieve. Small orga-
nizations are most capable of achieving a Circle
because everyone can gather and know one anoth-
er. But as corporations grow to become publicly
traded, for example, the organization often reverts
to the Box or Triangle. 
Western democracies are currently structured as
Boxes, where we assume everyone is to operate as a
free individual within the law. Voting and the
marketplace are structured in place for collective
decisions, so there is little need for conversations
about the well being of the whole. But as inter-

dependence grows we
need all the people to
engage in this conversa-
tion and to become part
of the answer. A major-
ity vote is not enough.
And it is no longer
acceptable for corpora-
tions to maximize prof-
its at the expense of the
commons.
So naturally today,
given that we are
embedded in the Box
system, we face a
growing number of

collective problems like an environmental crisis, an
l-curve distribution of wealth, rapid depletion of
natural resources, mindless consumption, periodic
banking crises and wars, etc. from within the Box
system these problems all seem impossible to solve.
We look to solution strategies like making people
aware of the problems, educating them, pressing for
legislation, or raising individual consciousness. But
these within-system strategies won’t make the needed
difference. however, if we could facilitate a Circle sys-
tem into place then we’d all be caring about one anoth-
er and working together to address these problems.
en many impossible-seeming problems – like racism,
partisan gridlock, bullying, and lack of shared purpose –
would start going away. And finally we could begin
restructuring our institutions to address issues like cli-
mate change, the mal-distribution of wealth, and deple-
tion of vital natural resources. Key to achieving a Circle
system is to recognize the special kind of conversation
that’s needed.

C H O I C E - C R E A T I N G I S T H E

E S S E N T I A L C O N V E R S A T I O N

Each of the three systems generates a different kind
of conversation. In the Triangle people learn to sup-
press their own ideas and enthusiasm in favour of
what the leader thinks and feels. e conversation
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revolves around who is speaking and their status
rather than the merit of ideas. To make a difference
in the organization people look to someone in a
position of authority, or to gain authority.
e Box limits our thinking as well. In it people veil
their attention to focus on extrinsic goals, rules, and the
game-like field of play. eir thinking is directed to their
own lives and strategies for getting ahead rather than
what they really want, or what the society needs.
In the Box we are directed to use our judging minds
more than our creative minds. We call it “decision-
making.” Voting is the ultimate expression of decision-
making and of what we call “democracy,” yet we see
that the results of elections and our collective decisions
can’t make that much difference. If any conversation
exists in the Box it is likely to be an argument over sim-
plistic strategies that benefit special interests, rather
than respectful attempts to determine and implement
solutions in the public interest. 
Shifting to the Circle system requires a type of conversa-
tion that is different than the kinds of conversation used
in “decision-making,” like debate, agree/disagree discus-
sions, arguing, or power struggle, where one option
wins. Even with “deliberation,” people thoughtfully
weigh different options before choosing one. 
ere is another kind of conversation needed. It is like
what happens sometimes in a crisis, or a “time out.”
people drop their roles and their blind adherence to
rules and norms. ey become authentic with one
another and face the important issues sharing their
feelings. ey work collaboratively and creatively
together and reach shared perspectives. unlike col-
lective decision-making, everyone needs to be
included in the process and unity is the only possi-
ble result. We call this form of conversation
“choice-creating.”
With choice-creating groups often overcome
challenges that seemed impossible beforehand…
by redefining the problem, transforming them-
selves, gaining clarity about what needs to hap-
pen, or by inventing new and better solutions
that all support. Although people often confuse
“decision-making” and “choice-creating,” the
two are almost opposites because judgment and
creativity cannot co-exist. In decision-making
judgment is used while in choice-creating people
engage one another with heartfelt creativity until
the choice comes into view. 
e ultimate answer is to convene a new system-
wide conversation in the spirit of choice-creat-
ing. And if we make this to be ongoing, we
restructure our system of thinking so that it’s nor-
mal to face the collective problems and become
empowered as “We the people.”

T O R E L I A B L Y E V O K E

C H O I C E - C R E A T I N G

dynamic facilitation (df) is a way to facilitate peo-
ple to address issues in the spirit of choice-creating.
It is guided by the energy of how much they care
about the issue, their fears, or the passion of their
advocacy, more than by extrinsic factors like
guidelines, roles or an agenda. It provides a way
people can release their creativity, face impossi-
ble-seeming issues, and achieve breakthrough
progress and group unity. is natural unity
only seems unnatural and difficult to achieve
because we live in a decision-making context.
e df’er invites each person to speak naturally
yet holds the space in such a way that they talk
and think in the spirit of choice-creating. e
df’er might set up the room with a half-circle of
chairs facing four charts – Solutions, data, Con-
cerns, and problem-Statements. ese charts are
used to protect people from judgment and to
build a story of group progress from all com-
ments. for example, if one person is describing
an idea, the df’er will be writing that down on
the chart of Solutions. en if someone else starts
to disagree, the df’er might ask the person who is
interrupting to direct his comment to her, rather
than to the person with whom he is disagreeing.
She will then record the comment as a Concern,
not as a disagreement, and invite him to offer his
Solution as well, “So what might be an even better
answer?” is comment is added to the list of Solu-
tions. en the df’er can go back to the first person
and help him finish articulating his solution.
using this approach, no one is judged. ere is no
agreeing or disagreeing. Each comment is valued and
added to the charts as an interesting piece of the puzzle.
people grow in curiosity and creativity seeking to solve
the puzzle. Shifts and breakthroughs naturally result
and all come to embrace the final result.
I once had the opportunity to df a weekly meeting
among angry and frustrated employees in a sawmill.
over the course of many meetings they began to work
in the spirit of choice-creating. productivity and quality
took off! e energy of frustration became the energy
of community. ey became more cooperative, curi-
ous, informed, and observant. ey understood more,
trusted more, risked more, and achieved more. Work-
ing together in this way these low level employees
transformed the management system, culture and per-
formance of the mill.

T R A N S F O R M I N G F R O M

T R I A N G L E O R B O X T O C I R C L E

Witnessing this bottom-up transformation helped me
to recognize a strategy for how we as a society could
transform ourselves from Box to Circle. In 2002 I
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wrote Society’s Breakthrough! Releasing Essential Wis-
dom and Virtue in All the People* about it, describing
how a seemingly innocuous uS Constitutional
Amendment could spark a national and global com-
ing together of “We the people.” I called the process
within the Amendment the “Wisdom Council.” now,
years later there have been many experiments with the
Wisdom Council in organizations, communities, cities,
conferences and even states. We know that this process
can work. It can spark the necessary whole-system
choice-creating conversation. And we know it’s some-
thing a few of us can set in motion at a national and
global scale without needing an Amendment. 
In the Wisdom Council, every four months or so, twelve
people are randomly selected and gathered as a micro-
cosm of all. Each Wisdom Council meets for a couple of
days with a dynamic facilitator. ey choose an impor-
tant issue or are given an issue and reach shared conclu-
sions through shifts and breakthroughs. e Wisdom
Council then presents this unity and the story of how it
was developed back to everyone. en all the people are
invited talk in small groups, face to face, over the tele-
phone, or via the Internet about what they have heard
and what they think. resonance builds. ose who
hear directly tend to say, “yes, I think so too!” ... and
they help continue the conversation, taking up where
the Wisdom Council left off.
e Wisdom Council process achieves this magic,
where large groups create the choice together,
because choice-creating is the form of thinking it
emphasizes, even among those in the larger audi-
ence who were not dynamically facilitated. people
in the larger system tend to build on what is hap-
pening more than they judge it. for instance, if
someone in the audience differs with the Wis-
dom Council conclusions, they have an unusual
perspective. others are interested to know more
about that perspective. ey listen and seek ways
to incorporate it. is is not how a normal polit-
ical conversation works, where you go back and
forth agreeing and disagreeing and where those
with minority views become excluded. In a Cir-
cle system, different perspectives are valued.
is level of change might seem unrealistic or
scary. But it works and it’s safe. one way of
looking at it is… we just randomly select a
small group of people every few months, who
are dynamically facilitated, who give a talk and
go away. Another way is to realize that adding
the Wisdom Council process to national society
or to global society doesn’t directly change any-
thing. It just adds a new conversation to what
already exists. But in this conversation we finally
start talking about the big issues we face, that we
have largely been ignoring. And we talk in a way

that we can be ourselves, and be heard and respect-
ed, and where we start making real headway. 
for example, in the heart of Bregenz, a city on
lake Constance at the westernmost edge of Aus-
tria, is a parking lot. over the years it’s been dif-
ficult to develop any key parcel of land like this
because each development proposal generates a
political battle. To move the project ahead
without the usual battle the mayor convened a
“Wisdom Council.” e twelve random citi-
zens met briefly to listen to the latest project
proposal. en the door was closed and they
were dynamically facilitated. At the end the
Wisdom Council expressed their unity, which
was powerfully resonant in the community.
ey said … People want to be more closely
linked to the lake and this project offers a once-in-
a-lifetime opportunity to do this. We could take
advantage of this opportunity if the centre of grav-
ity for the project were moved to the second floor
and there was a wide bridge over the highway and
railroad, with a sweeping set of steps to the lake.
e Wisdom Council presented this perspective
to investors, architects, city planners, activists, and
citizens. en each Wisdom Council member
spoke how enjoyable and rewarding it was to be on
the Council. e audience turned their chairs and
met in small groups to consider this perspective. e
evening presentation was more like a celebration
because everyone was on board, including the devel-
opers who proceeded to modify the project plans.
In Ashland, oregon three citizens organized a Wisdom
Council in their county. ey arranged for a randomly
selected group of registered voters to come together for a
day and a half and be dynamically facilitated. e Wis-
dom Council presented some simple points to the com-
munity that resonated widely… “We need to wake up,
recognize that our society isn’t working, take charge, make
politicians more accountable, and we need to start imple-
menting common-sense actions, like adequately funding
education.” is was just a one-time experiment but it gen-
erated a new momentum in the community with many
important developments. A number of citizens said the
experience was life changing for them. ey began a citi-
zens’ movement that reshaped the town charter.
In another example, one division of the department of
Agriculture of Washington State initiated a Wisdom
Council, which lamented how the department no
longer had the spirit of community it once had. With
the Internet and emails people were working more in
silos. from that one experience the people of the divi-
sion found themselves reconnecting with one another
in new ways. later Wisdom Councils were expanded
to include the whole department, state-wide, where
employees exclaimed they had finally “bridged the
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Cascade Mountain Barrier,” which had always kept
the department in two separate cultures.
So, more and more we are inter-dependent with oth-
ers. yet we are structured as though we are indepen-
dent. is means we ignore how life really works and
assume, for instance, that we can increase our collective
intelligence by increasing the individual intelligence of
people. no. not necessarily. And it assumes we can
vote on the best decision and ignore the minority, when
really we need to create the choice together. e longer
we ignore the new reality the more dangerous and stu-
pid our collective actions become, like to threaten the
well being of our children with climate change, species
extinction, resource depletion, poisons in our diet, etc. 
is article presents a safe, practical way to keep our cur-
rent systems in place but to facilitate the needed shift in
collective intelligence so we can deal adequately with our
problems. But the ideas expressed here are new, not part
of the Box paradigm around which we have structured
our identities. So even though this approach proposes a
practical safe strategy for change at the collective level, it
tends to fade quickly from memory without reinforce-
ment. We hope the reader will continue to develop an
understanding of this approach after reading this article
and will suggest some possible actions going forward:
1) notice how the game-like structure of our system
undermines collective intelligence; 2) notice that the
distinction between decision-making and choice-cre-
ating is valid and that making it opens doors of pos-
sibility for individual and collective intelligence; 3)
explore how dynamic facilitation can reliably
evoke choice-creating in small groups; 4) remember
the Wisdom Council process, this out-of-the-box
solution strategy, when talking with others about
societal problems; 5) look for opportunities to sup-
port or get involved with convening a Wisdom
Council process. 
oh, and one thing more… the Wisdom Council
process is proving to be fun. for people randomly
selected to be on Wisdom Councils, many have
said, “is the best political conversation I’ve
ever been in.” or, “If you get randomly selected,
do it!” It’s also fun for the conveners. 
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* (Ed’s n.) ~ Jim rough (2002). Society’s Breakthrough!
Releasing Essential Wisdom and Virtue in All the People
(Bloomington, In: Authorhouse).
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